
The Utilization of Artificial Intelligence Based Chatbot 
in Interactive Learning Media

Abstract: After the spread of the COVID-19 virus, 
the world of learning is no longer the same as it was 
before the pandemic, especially at the university level, 
which requires students to be more active in finding 
lots of learning references via the internet. Active 
learning has a close relationship with the use of 
artificial intelligence technology, in this study 
researchers designed an interactive learning media 
that applied Artificial Intelligence (AI) Assisted 
Chatbot. The multimedia development method used 
in this research is the Multimedia Development 
Lifecycle (MDLC) method. Interactive learning 
media is built using Android Studio, and the retrieval-
based chatbot is built with Python, Tensorflow, Hard 
(Extension for Tensorflow), NumPy, and Matplotlib. 
The researcher applies the White box and Black box 
testing methods to test whether the learning media that 
have been made have worked according to the user's 
needs. The chatbot model that has been applied to this 
learning media when tested with the BLEU metric 

gets a result of 0.1117, this shows the chatbot produces 
good answers and provides credible learning 
references. There is a difference in student learning 
outcomes after using chatbot-based learning media in 
basic electronics subjects, the utilization of chatbot-
based learning media is able to improve student 
learning outcomes, especially in the student 
weaknesses section, the chatbot can provide detailed 
explanations and guide students in solving linear 
equation problems.
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Interactive Learning Media; Retreival-based Chatbot; 

1. Introduction

 After the spread of the COVID-19 virus, the world 
of learning is no longer the same as it was before the 
pandemic, especially at the university level, which 
requires students to be more active in finding lots of 
learning references via the internet [1]. Active 
learning requires students to study independently so 
that meaningful learning can be created in accordance 
with the learning outcomes that have been set at the 
beginning of the lecture. Active learning has a close 
relationship with the use of artificial intelligence 
technology, in this study researchers designed an 
interactive learning media that applied Artificial 
Intelligence (AI) Assisted Chatbot [2]. All people 
involved in the world of education try to make their 
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work with computers easier, they use various text or 
voice interfaces, with which they enter many 
commands into the computer and then respond to 
them. The majority of educational studies of artificial 
intelligence have concentrated on software or system 
development [3][4]. AI is also used as the basis for 
development, such as AI-assisted decision-making 
design [5], conversational agent design [6], and AI 
algorithm development [7]. The vast majority of 
research on learner technology acceptance has 
concentrated on technical knowledge, also known as 
computer self-efficacy or digital literacy rather than 
subject domain knowledge [8-12].  The purpose of 
this research is the implementation of a chatbot (a text 
interface where the computer reacts to text input by 
responding to its output) into an interactive learning 
media. The essential criteria for the developed chatbot 
are that it delivers good replies and trustworthy 
learning references, and that it responds clearly and 
without numerous grammatical errors. Previous study 
has demonstrated the relevance of chatbots in swiftly 
providing acceptable replies in response to enquiries, 
although the answers supplied are frequently 
inadequate [13]. According to the findings of 80 
studies on chatbots and their applications in 
education, there are numerous types of educational 
chatbots now in use that influence student learning or 
improve services in various domains [14], therefore a 
chatbot must provide credible learning references. 
Based on prior study on chatbots that concentrated on 
grammatical errors in chatbots, the need to improve 
chatbot performance bodes well for future 
improvements, particularly in the section on 
grammatical errors [15].

 This research explores the gap by collecting data 
on student and teacher perceptions of the use of 
chatbots in interactive learning media. Although 
chatbots can help improve interaction between 
students and learning materials, there has not been 
much information on how chatbots are received by 
students and teachers as a learning medium [16][17]. 
Creating chatbots for interactive learning media 
requires  expert ise  in  interface  design,  AI 
development, and an understanding of how students 
learn. However, not much research has explored the 
gaps in the development of chatbots suitable for 
interactive learning [18]. Although AI technology is 
growing, there are still limitations in the use of 
chatbots for interactive learning [19]. Some of these 
limitations are difficulty in processing natural 
language and difficulty in providing appropriate 
feedback. Therefore, this research will explore the use 

of AI chatbots in interactive learning and find 
solutions to overcome some of the shortcomings. This 
research will help improve the understanding of how 
chatbots can be effectively used in interactive learning 
and contribute to the development of AI technology in 
the context of learning.

 The contribution of this research is to introduce a 
new solution in overcoming the problems experienced 
by students. AI-based chatbot as a solution to improve 
learning quality. This solution has not been widely 
applied in the field of education, this research is 
expected to provide an original contribution in the use 
of chatbots for learning purposes. The use of AI-based 
chatbot in interactive learning media can improve 
learning effectiveness. This will benefit students who 
can understand difficult concepts more easily. In 
learning Basic Electronics there are often concepts 
that are difficult for students to understand, especially 
about linear equations. By using AI-based chatbot in 
interactive learning media, students can easily 
understand these concepts. The chatbot can provide 
more detailed explanations and provide exercises to 
deepen students' understanding. Thus, students can 
understand these concepts more easily and effectively, 
so that their academic performance can improve. This 
research can provide practical benefits for students in 
improving learning effectiveness. In addition, the use 
of chatbots in learning can also reduce the burden on 
teachers in providing individualized explanations to 
each student. The chatbot developed in this research is 
specifically designed for learning needs. This chatbot 
not only provides explanations and exercises, but can 
also customize learning to student needs and provide 
instant feedback. The chatbot developed in this study 
uses AI technology to provide fast and accurate 
responses to student input. The AI technology used in 
the chatbot can accelerate the learning process and 
help students overcome learning difficulties. The 
chatbot developed in this study can collect data about 
its use, such as feedback from students, chatbot 
performance, and student learning outcomes. This 
data can be analyzed to improve and enhance the 
performance of the chatbot in providing more 
effective learning.

 Chatbot testing is carried out in 2 stages, the first 
stage is testing the chatbot response according to the 
evaluation algorithm (White box testing), and the 
second is user testing. The students and lecturers were 
given a learning media that had a chatbot feature and 
had a conversation with it, after which they were given 
a questionnaire with questions about the quality of the 
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conversation with the chatbot. The entire program is 
written in the Python programming language and uses 
the Tensor library stream for mathematical 
calculations. The implemented chatbot only functions 
for communication between the computer and the 
user, this chatbot is not intended to completely replace 
the lecturer. The chatbot also provides useful 
information input to students for learning references 
in fields that they are less capable of and provides 
input information to lecturers about mapping data on 
student evaluation levels in the class.

2. Review of Related Literature

A. Chatbot

 The ELIZA program developed by the German 
professor of mathematics Joseph Weizenbaum, which 
in 1966 simulated a conversation between a 
psychologist and a patient (user), is considered the 
first implementation of an intelligent dialogue system 
[20]. Keywords are searched for in the entered text, to 
which a priority number is assigned according to their 
importance - the so-called rank. Each keyword is 
associated with a rule according to which the input 
sentence is transformed. A big advantage of ELIZA is 
the use of a script that is not part of the program itself, 
but functions as external data containing keywords 
with appropriate transformation rules. This makes 
extension to another natural language trivial. All you 
have to do is rewrite the script in the language of your 
choice. The problem may occur if the entered sentence 
does not contain any keyword. At this point, the 
system will write down a pre-prepared neutral 
sentence, such as "Please continue," "That's very 
interesting," or "Tell me more about it." In ELIZA's 
case, it's not about real intelligence, it's just about 
using tricks, and thanks which give the system a 
trustworthy impression. But despite this fact, many 
people were convinced that they were communicating 
with a real psychotherapist and not with a computer.

 Based on their principle of operation, we divide 
chatbots into two categories. Firstly, a chatbot is based 
on a set of simple rules that transform a given input 
into a suitable output (the output can be a declarative 
or interrogative sentence). Therefore, it can only 
respond to inputs defined in the rules. It cannot parse 
other inputs. This group includes ELIZA and systems 
with a specific focus - for example, user support 
(search for travel connections, for gram cinemas or 
theaters), these are so-called retrieval-based chatbots 
[21]. The second group includes advanced 

implementations using neural networks. They 
understand natural language not only by pre-defined 
commands but improve their skills with each 
conversation, these chatbots are called generative 
chatbots. The implementation of chatbots from this 
group is  much  more  demanding than the 
implementation from the first category.

 Furthermore, these programs can be divided on the 
basis of obtaining information. Some systems use 
their own knowledge database, which is fixed or 
automatically expanded during communication with 
the user. The second option is to search the web - this 
uses, for example, the PAR system to automatically 
answer questions. The domain indicates which inputs 
the chatbot is able to respond to and which, on the 
contrary, it cannot or can only partially respond to. 
That's why we divide domains into two basic types: 
Open-domain, with this type of domain, there is no 
limit on where the input sentence for the chatbot 
comes from. There is no need to have a pre-defined 
purpose for the conversation. Thus, the user can have a 
conversation on any topic and does not have to stick to 
any particular topic. Unfortunately, with an infinite 
number of topics, it also increases the difficulty of 
creating a chatbot that could respond correctly to 
everything needed. Closed Domain, a closed domain 
chatbot can only respond to certain inputs from the 
user. Both input and output are limited by the fact that 
the chatbot is trying to achieve a specific goal [22]. As 
a result, such a system cannot respond to all possible 
input cases. Systems that mostly use a closed domain 
are, for example, technical support or assistants 
helping, for example, with shopping. This is due to the 
fact that we do not require these systems to 
communicate on various topics, but they only have to 
properly help the user with a specific request.

B. Retrieval Based Chatbot

 Retrieval-based chatbots or also called rule-based 
chatbots are much simpler to design and implement 
[23]. This is mainly due to the fact that it uses a 
specific database where there are already predefined 
questions and answers to these questions. A chatbot 
can contain several different databases. The output of 
the chatbot model that is implemented as retrieval 
based is a score that shows the accuracy of the answers 
to user questions. The answer is then selected from the 
set of sentences in the database that has the highest 
score. For simpler types of chatbots, the sentence 
database can be customized. This means that chatbots 
have sentences stored in this database before they 



even start using them. With more complex chatbots, 
sentences are stored in the database even while the 
chatbot is in use. Expansion is performed according to 
new user input, and this feature may also result in 
inappropriate data being stored in the database. This 
happens, for example, when a user gives a nonsensical 
answer. There are also types of chatbots that do not 
contain a database of sentences and answers. This type 
of chatbot then search the Internet for answers to 
questions entered by users [23][24].

 Various evaluation metrics are used to find out how 
accurate the answers are given by a chatbot built on a 
retrieval-based implementation. One of the most 
frequently used metrics is the metric called recall@k. 
Recall@k selects the best answers from 10 possible 
(predetermined) answers [25]. One of these ten 
answers is correct and the others are so-called 
distractors. If the correct answer is among the selected 
ones, then the test is evaluated as successful. If we set 
k to 10, the probability of correct selection is 100%. It 
follows that the smaller k, the lower the probability of 
correct selection, and vice versa.

C. Generative Chatbot

 Generative models have no predefined answers, 
they generate new answers [26]. They are mostly 
based on the same principle that models for translation 
from one language to another work on. In this case, 
however, there is no translation between languages, 
but a transformation of one input into its given output 
(answer to a query). The ideal way to measure the 
accuracy of a chatbot's responses is through human 
factor judgment. Such a metric is the BLEU 
algorithm, which is mainly used to determine the 
quality of the translation for machine translations of 
texts into other languages [27]. This method can also 
be used to determine the quality of a newly generated 
answer for a generative chatbot. The fact remains that 
research shows that there are no known metrics used, 
which could evaluate the answers as well as human 
judgment.

 Both types of chatbots have their advantages, but 
also disadvantages. Retrieval-based chatbots do not 
make grammatical errors. The error could only occur 
if it was contained in an already predefined response 
in the database. But on the other hand, they are not 
able to handle being forced to respond to cases for 
which they do not have this predefined response, nor 
can they respond to information that has already been 
mentioned in a previous conversation - names, for 

example. Generative models are more useful in this 
regard. They can refer to the information mentioned in 
a previous conversation and can also give the 
impression that the user is communicating with a 
person. But these models are hard to train. Unlike 
retrieval-based models, they can respond with 
grammatical errors, mainly for long sentences. 
Another disadvantage is the need for a large amount of 
training data.

D. Topology

 This section deals with the correct choice of neural 
network, the simplest type is a feedforward neural 
network. Here, the output of all neurons from the 
lower layer is fed to the input of the higher layer. The 
output layer, it is the output data of the feedforward 
neural network itself. This also results in the very 
name of this type of neural network - feedforward 
neural network. A multilayer neural network is 
capable of solving even non-linear problems, it is 
capable of approximating complex functions and 
serves as a general approximation model [28]. We 
must be careful that the number of layers is not 
proportional to the improvement of the results. To 
solve many problems, it is convenient to use the 
architecture of one input, process, and output layer. To 
get an idea of what it looks like, please look at Fig. 1.

 Furthermore, it is necessary to choose an 
appropriate number of neurons for the correct 
generalization of the problem during training, and it is 
also necessary to determine what data is involved in 
training. It is practically possible to start with a small 
number of neurons and further increase it so that it is 
able to approximate the function. It is also possible to 
use genetic algorithms to find the correct (suitable) 

Fig. 1: Marking of neurons, weights, inputs 
and outputs in a neural network
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number of neurons. We need to know that it will be a 
large neural network. If the number of neurons is too 
small, the neural network is not able to generalize 
properly, but on the other hand, if we choose too large 
a number of neurons, overtraining may occur. 
Overtraining of a neural network is an event in which 
the neural network shows very good results on the 
training data, but when used in real life on the test data, 
the results are poor quality, cannot be used [29]. 
Unfortunately, overtraining is very common and there 
are techniques for how to prevent this problem.

E. Interactive Learning Media

 Interactive means influencing each other where 
there is a reciprocal relationship between the user and 
the program where the user responds to the request / 
program display, then the program presents the 
desired information [30]. The interaction that students 
make through the buttons available on the program 
can provide a hands-on learning experience. 
Interactive multimedia can be controlled by its users 
so as to provide a direct experience for students. In 
connection with this, the development of interactive 
multimedia that will be carried out is by providing a 
chatbot assistant in learning media so that students can 
gain direct learning experiences by self-study and 
students feel they have close friends as a place to 
exchange ideas. Interactive multimedia using 
chatbots is an innovation in technology that can be 
adapted to students' learning needs [31]. This 
interactive multimedia is an innovation that is needed 
as a learning medium that is in accordance with 
advances in technology and information. As a step 
taken by researchers to realize this, researchers 
developed interactive learning multimedia assisted by 
Chatbots. Students will be motivated if they are 
interested in the material being studied, therefore the 
material must be packaged as attractively as possible 
with easy-to-understand explanations. This can be 
interpreted that the development of interactive 
multimedia that will be carried out needs to pay 
attention to the presentation of the material so that it 
looks interesting and in accordance with the 
characteristics of students [32]. The originality of this 
research is that this research focuses on the 
development of interactive learning media applied to 
Basic Electronics course learning and provides 
significant benefits for students. This research focuses 
on the needs of users, especially students, and how 
interactive learning media using AI-based chatbots 
can help meet these needs. This learning media with 

chatbots provides solutions to students who need 
learning media that can help them learn more 
effectively and efficiently. The use of AI-based 
chatbots in interactive learning media can help 
students understand difficult concepts and provide 
solutions to problems faced by students quickly and 
easily. Thus, the use of AI-based chatbots can help 
meet the needs of students in improving the quality of 
learning. One example of a difficult concept in Basic 
Electronics is linear equations. Many students have 
difficulty in understanding this concept because there 
are many formulas and equations that must be 
remembered. By using an AI-based chatbot in 
interactive learning media, students can ask questions 
and request explanations about the concept of 
quadratic equations. The chatbot can provide detailed 
explanations and guide students in solving linear 
equation problems. In this case, the use of AI-based 
chatbot can help students in understanding difficult 
concepts such as linear equations and improve the 
quality of learning.

3. Methodology

A. Learning Media Development

 The multimedia development method used in this 
research is the Multimedia Development Lifecycle 

Fig. 2: Learning media development



(MDLC) method (Fig. 2). This method is used for 
developing interactive multimedia applications and 
integrating Chatbot into the learning media that has 
been created. In this method, the main focus in the 
development process is the aspect of functionality and 
content [33]. The researcher developed a learning 
management system (LMS) focusing on a chatbot that 
can select the additional materials needed by students 
to study each lecture topic that best suits the needs of 
users and produce feedback that can be understood by 
students. The chatbot will also display materials in 
various teaching materials that have been previously 
prepared on the LMS.

B. Concept Stage

 At this stage, identification of problems is carried 
out by studying literature obtained from books, 
journals, and other references related to this title, then 
conducting interviews with prospective lecturers and 
students using learning media, then analyzing existing 
conditions related to learning methods. used by 
students and teachers. After that, identification of 
needs is carried out, both application needs and user 
needs, and determines the purpose of the application, 
then identification of subject matter is carried out. 
Interactive learning media built using Android Studio 
(used to create learning media based on Android), 
Python (a high-level scripting language, it offers 
dynamic checking of data types and supports various 
programming paradigms, including object-oriented, 
imperative, procedural, or functional), Tensorflow (an 
open-source library for mathematical calculations 
using graphs for flow), Hard (Extension for 
Tensorflow, it simplifies the definition of neural 
network models), NumPy (a library for complex 
calculations, to enable efficient work with N-
dimensional), Matplotlib (a data plotting library, to 
generate curves, histograms, spectra, and tables) [34] 
[35]. This application is made with the concept of 
interactive multimedia so that someone who wants to 
learn can choose the material they want to learn, in 
delivering the material it will be packaged as 
attractive as possible and not boring with a chatbot 
assistant. The output of this stage is to define the 
application objectives, system requirements, 
materials lessons, and storylines.

C. Design and Material Collecting Stage

 At this stage, the research team designed the 
interface, made a storyboard, and the chatbot 

algorithm flow. The output of this stage is the creation 
of learning storyboards, system navigation structures, 
and evaluation plans. In the Material Collecting stage, 
researchers collect application supporting elements 
such as images, audio, music, and others. The outputs 
of this stage are pictures, music, animation, audio, and 
books that are suitable for children who have a visual 
learning style.

D. Assembly Stage

 The assembly stage is the stage where all 
multimedia objects are created based on the 
storyboard and navigation structure that comes from 
the design stage. In this stage, illustrations, audio and 
video are made, as well as programming, this work is 
done by entering the contents of the material into the 
screen as contained in the design. The output of this 
stage is to determine hardware requirements 
specifications, software requirements specifications, 
and application interfaces.

E. Testing Stage

 This stage is carried out after the creation stage is 
complete and all data has been entered. First, White 
box testing is carried out to ensure that the program 
flow, especially the Chatbot algorithm, has the 
appropriate response as expected and provides the 
right information feedback [36]. Then black box 
testing is carried out, this test is carried out to check 
whether the application functionality is running well 
or not and identify errors related to software 
functionality errors that appear in the output error. The 
test results for functionality are successful for all 
existing functionality and are in accordance with the 
expected output. Then the media expert validation test 
and material expert validation were carried out. The 
next stage is the user acceptance test, which is a trial 
for system evaluation carried out by users, namely 
students and lecturers with the aim of obtaining 
approval for the system being tested and ready to be 
used [37]. The results are known by asking the user to 
answer the contents of the questionnaire that the 
research team asked the user to measure the quality of 
the display, application interaction, presentation of 
material, and user interaction, in accordance with the 
wishes of the user.

F. Distribution Stage

 This stage is carried out if testing has been carried 
out and the learning media is declared feasible. The 
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finished application is distributed by uploading the 
application to a Google Drive link, where later this 
application will be downloaded by students online.

4. Results and Discussion

A. Concept Stage Result

 After conducting direct interviews with the subject 
lecturers and students involved, the researchers made 
direct observations and attended the class and got 
information that learning is still less effective and still 
one-way between lecturers and students, so we need a 
virtual assistant who can be trusted with information 
and can help students in completing the subject. 
Researchers also interviewed students to get feedback 
and obstacles during learning. Based on this, it is 
conceptualized to create interactive learning media 
containing subject matter, evaluation questions, and a 
virtual assistant using a chatbot.

B. Design Stage Result

 The researcher uses the storyboard application to 
design the learning media interface, then implements 
it into Android Studio. The researcher created a script 
Start_chatbot.py which aims to process the arguments 
and then call the required functions. One of the most 
important functions of the chatbot is located here, and 
that is the modelCreation() function. As the name 
suggests, this is a feature for creating a chatbot model. 
More precisely, it is not just about creating one model, 
the user can choose to create one of three models. In 
this script, there is a ChatManager class that manages 
the chat between the user and the chatbot. The 
getAnswer() function is called to get the chatbot's 
answer. It is called from another function found in this 
script, which is the chat() function. This function 
controls the response dump chatbot to the user's 
terminal. Another script that controls the output of the 
chatbot's responses via the GUI, not to the terminal, is 
the gui.py script. Here we can find the GUI class that is 
used to create a chat GUI for the user. It also uses the 
getAnswer() function to list the answers, as was the 
case with the list to the terminal.

 To start the chatbot, the function start_chatbot.py 
must be called. The chatbot can be run in three modes 
– training, chatting, and testing. If we run this script 
with the -t parameter or with the –train parameter, the 
train() function will be called to start training. This 
function needs three parameters. The number of the 
model on which the neural network will be trained, the 

training data limit, and a boolean parameter. The last 
parameter tells whether to continue training from the 
last stored training weights or whether to train from 
the beginning.

 Another mode that can be used to start the chatbot 
is -c or –chat. This will start the chat mode with the 
user. Here the chat() function is called, which needs 
two parameters - the model number and the boolean 
value of GUI. The model number indicates which 
model will be used to chat with the user, the GUI 
parameter then determines whether the chat will take 
place only in the terminal (set to false) or if set to true, 
the chat will take place through the UI. In order to test 
the chatbot, it is necessary to run the script using the 
–test the chatbot will start testing, and the 
testBLEUFromLastSavedWeights() function is 
called, which requires entering three parameters: the 
number of the model to be tested, the limit for testing, 

Fig. 3 : Chatbot interface



and last one is a boolean value that indicates whether 
testing of all models or just one specific one was 
specified. If no parameters are entered when starting 
the chatbot, the necessary score for the start will be set 
automatically. These implicit values are the 
determination of the mode in which the chatbot should 
work, and the model that will be used - this will be the 
basic (first) model. Furthermore, all boolean values 
will be set to "False", so the chatbot testing will not 
take place, and communication with it will be via the 
terminal. Furthermore, other parameters can be used, 
not only parameters for determining the mode of the 
chatbot. For example, it is possible to use the -g or 
–GUI parameter, which is a boolean value that 
specifies in which environment the user will interact 
with the chatbot. If the value is set to "True", the GUI 
created for communication is opened. Another 
possible parameter is the parameter – model=[model 
number] intended for setting the model to be used in 
the given mode. If the user enters a number other than 
the number of models, the program is terminated with 
the error "Wrong model number. Select number 1-3". 
The last parameter that can be specified when starting 
the chatbot is the -h or – help parameter. After entering 
it, a "help message" will be displayed and the program 
will end. This message is intended to inform the user, 
and there is a description of the chatbot as well as help 
on how to start the program.

C. Material Collecting Stage Result

 At this stage, the researcher collects materials in 
the form of animated assets, learning videos, audio 
effects, and collects lecture materials that will be 
displayed in learning media. Then the researcher also 
updated the chatbot language database using everyday 
language used by students and lecturers to minimize 
the occurrence of words that were not understood by 
the chatbot and minimize bug and errors.

D. Assembly Stage Result

 At this stage, all the features and content that have 
been created will be checked again to ensure that all 
the material and content displayed is in accordance 
with the storyboard that was created in the previous 
stage. The results of this stage are illustrated in the use 
case diagram in Figure 4 below.

 The learning media model created by the 
researcher can be seen through the picture above, 
students can access the material menu, evaluation, 
chatbot, learning outcomes, and guidelines for using 

learning media. In the material menu, students can see 
case-based learning materials and consist of 14 
meetings with different topics at each meeting. On the 
student evaluation menu, case-based questions are 
presented for each learning topic. In the learning 
outcomes menu, students can see a summary of the 
assessments of all learning activities that have been 
carried out by students.

 The chatbot menu acts as a student virtual 
assistant, the chatbot will give greetings to students 
and then provide student statistics from the previous 
meeting, students are at the level (%) compared to 

Fig. 4: Students' usecase diagram
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Access Learning EvaluationAccess Chatbot

Usage Guide

Close Learning Media

Fig. 5: Chatbot activity diagram
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Medium, Hard)

Chatbot provides 
additional learning 
materials according 

to the student's 
level of weakness

[Bad Result]

Chatbot gives 
appreciation

[Good Result]

Chatbot generate 
learning statistics
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other students in the same class, then the chatbot will 
present information on the current section of the 
meeting, after all the material buttons are accessed, 
the chatbot will "pop up" "Back to evaluate the results 
of student activities in 1 meeting, if participants 
cannot solve questions at the easy level, the chatbot 
will provide additional references from the internet 
related to easy level questions, as well as medium and 
hard level questions. After completing all evaluation 
questions, the chatbot will display a statistical report 
on how long it took students to read/access the 
material when compared to other students, students 
were also presented with information about how long 
it took the student to complete the evaluation question 
when compared to other students in the class, this 
chatbot process can be seen more clearly in Figure 5.

D. Testing Stage Result

 The researcher applies the White box and Black 
box testing methods to test whether the learning media 
that have been made have worked according to the 
user's needs. For White box testing, the researcher 
uses the BLEU score evaluation algorithm, this BLEU 
metric can be calculated either during model training 
or after training by counting from the stored one's 
scales candidate and the reference text is loaded in a 
different way in each type of calculation. In the case of 
counting metrics after training the chatbot, the last 
ones are loaded first trained weights from the set. Then 
the test data from the two files are loaded. By these, 
the files are tested.enc and test.dec. The reason for 
using two files is the need to load the data for the 
neural network encoder and decoder. After loading all 
this data, the calculation of the BLEU metric itself 
begins. The data is stored in the test.dec file is used for 
the reference text. A candidate, in this case, the 
chatbot's predicted response is without special tokens. 
For the second case, which is testing during model 
training, the test data is not loaded from these two 
fi les .  The data that  is  obtained using the 
train_test_split() function is used. This function 
selects the data for testing from the data intended for 
training and these are further used as a reference text. 
Here, too, the candidate is the same as for calculating 
the metric from stored weights. Other parts of the 
BLEU metric calculation are common to both cases, 
we must calculate the weights to calculate this metric. 
If the size of the length of the reference text and at the 
same time the candidate length size is greater than 4 
tokens, so the weights are set as follows: weights = 
(0.25, 0.25, 0.25, 0.25). The results of the White box 
testing can be seen in the graph below.

 A total of 171,244 data samples were used for 
training this chatbot model. Of these, 1,000 samples 
were taken with the reason being to allow use for 
model validation using the BLEU metric. All models 
were also trained at 100 epochs and used a lossy 
approach for training functions and optimization 
tools.

 After doing White box testing and all chatbot 
functions running as expected, the researcher 
conducted Black box testing to find out whether the 
results of each feature still have program errors or 
bugs. When conducting Blackbox testing, researchers 
invited 2 media experts and 2 learning content experts. 
The results of the tests that have been carried out by 
researchers are presented in Table 1 below.

Fig. 6 : The progress of the loss function 
and accuracy function calculation during 

the training of the chatbot model

Table 1 : Black box testing result

No Scenario Expected Result
 

Result
 1 User login Arrived at dashboard page

 

Val id

 2
Learning Materials 
menu

Meetings 1-14 displayed, 

 

Val id

 

3 Meeting 1-14 menu
Learning material, animation, 
and video displayed

 

Valid

 

4 Back button
Previous

 

page from learning 
material displayed

 

Val id

 

5 Forward button
Next page from learning 
material displayed

 

Vali d

 

6 Play button Learning video running

 

Val id

 

7
Learning evaluation 
menu

Question for the current 
meeting displayed

 

Valid

 

8 Chatbot button
Enter chatbot page,

 

chatbot 
give greetings

 

Vali d

 

9
User interact with 
chatbot

Chatbot responds and
understands questions from 
users

Valid

10
User ask chatbot for 
their learning 
statistics

Chatbot provide learning 
evaluation and can provide 
additional learning material

Valid

11
User ask chatbot for 
evaluation result

Chatbot can identify 
evaluation result and provides
additional learning materials 
according to the student's level 
of weakness

Valid

12 Usage guide button Usage guide page displayed Valid

13 Edit profile
User can edit and save new 
profile

Valid

14 Logout button User logged out Valid

15 Close button Program closed Valid



E. Distribution Stage Result

 After conducting Black box and White box testing, 
the researcher invited 94 students and 1 lecturer to use 
the learning media that had been made in the teaching 
and learning process as many as 14 meetings to fill out 
the questionnaire form and obtain the results which 
can be seen in Table 2 below.

 Based on the data in the table above, the researcher 
concludes that this chatbot learning media is 
extremely beneficial to students' comprehension of 
the learning material. This learning media provides 
virtual assistants who assist students by providing 
additional material in areas where students do not 
understand. Based on the table above, we can also 
conclude that this learning media has an appealing, 
simple, and easy-to-use interface. With an average 
value of 77.63% stated that they strongly agree that 
this chatbot-assisted learning media is very useful for 
use during learning, 18,3% agree and 2.75% neutral 
response.

 The effectiveness of chatbot-assisted learning 
media in basic electronics subjects was analyzed 
using the T test. The first step in testing the 
effectiveness of learning media is to conduct a test 
item test that will be tested on students. The test items 
carried out are:

A. Question validity test, the instrument in this study 

uses a multiple choice test, and this validity can be 
calculated using the product moment correlation 
coefficient. To find out whether a question is valid 
or not can be seen by checking the significance 
value. If the significance value is <0.05 then the 
question or test item is declared valid. In addition, 
to determine the validity of the question, you can 
also see from the comparison between R Count and 
R Table. If R Count> R Table then the question or 
test item is declared valid. Based on the results of 
testing the validity of questions or test items that 
have been carried out, the results show that there are 
24 questions that are declared valid and 6 questions 
are declared invalid, from testing the validity of the 
questions there are 22 valid questions that can be 
used.

B. Reliability test, an instrument that produces the 
same data when measuring the same object several 
times. If the instrument has fixed measurement 
results, it can be said to have high reliability. 
Reliability represents the understanding that an 
instrument is reliable enough to be used as a data 
collection tool because the instrument is good. 
Reliability indicates an understanding that an 
instrument can be trusted enough to be used as a 
data collection tool because the instrument is good. 
From the calculation of the reliability test with 
Kuder-Richardson (KR-20), the reliability value is 
0.84224. Based on the interpretation of reliability 
for the coefficient range between 0.700 - 0.89, it is 
declared to have a high level of reliability.

C. Difficulty test, the level of difficulty can be seen as 
the ability or ability of students to answer the test 
given. The level of difficulty of a question item is 
expressed by a number called the difficulty index. 
The difficulty index ranges from a value of 0.00 to 
1.00. A question with a difficulty index of 0.00 
means that the item is too difficult, on the other 
hand, a question difficulty index close to 1.00 
means that the question is too easy. Based on the 
results of the test of the difficulty of the questions or 
test items that have been carried out, the data 
obtained are as in the table above. There are 4 
questions with easy category, 14 questions in the 
medium category, and 4 questions in the difficult 
category.

D. Differentiated Test Question, to measure the level 
of ability to distinguish high ability students from 
low ability students. The discriminating power of a 
question item is to state how far the ability of the 

Criteria Neutral

 
(%)

 
Agree (%)

 

Stongly 
Agree

 
(%)

 
Learning media is useful for 
thoroughly explaining 
concepts and case studies in 
courses.

2

 

(2)

 

16

 

(17)

 

77

 

(81)

 
Learning media has greatly 
aided my comprehension of
the learning material.

7

 

(7)

 

12

 

(13)

 

76

 

(80)

 

This learning media makes it 
easier for me to find the most
recent learning resources

1

 

(1)

 

29

 

(31)

 

65

 

(68)

 

The interface for learning 
media appears appealing.

0 (0) 32 (34) 63 (66)

My experience when using 
this learning media is 
excellent

5 (5) 11 (12) 79 (83)

This learning media suits my 
needs

2 (2) 15 (16) 78 (82)

The chatbot is very 
communicative and can 
provide the necessary 
information.

0 (0) 2 (2) 93 (88)

This learning media is very
easy to use

5 (5) 21 (22) 69 (73)

Mean Value 2.75% 18.3% 77.63%

Table 2 : User acceptance result
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question item is able to distinguish between the test 
target that knows the answer correctly and the test 
target that cannot answer the question (test target 
that answers incorrectly). If the discrimination 
index of the question is getting closer to the value of 
1.00, this means that the discriminating power of 
the question will be better, and vice versa, if the 
discrimination index of a question is close to the 
value of 0.00, the discriminating power of the 
question is very bad. Based on the results of the test 
of the differentiation of questions or test items that 
have been carried out, There are 20 questions with 
good differentiating power categories and 2 
questions with very good differentiating power 
categories.

E. Normality Test, before conducting the T test, you 
must first test the normality and homogeneity of the 
pretest and posttest data. The normality test is used 
to see if the learning outcomes of the experimental 
and control classes are normally distributed. The 
normality test is useful in helping researchers 
determine which data analysis technique to use. 
Normally distributed data will be analyzed using 
parametric statistical techniques. The normality 
test in this study was calculated using the 
Kolmogorov-Smirnov formula.

 From the normality test data in the table above, the 
significance value is 0.2 for the experimental group 
pretest, 0.065 for the experimental group posttest, 0.2 
for the control group pretest, and 0.2 for the control 
group posttest. These results show that the 
significance value obtained is> 0.05, which means 
that the data is normally distributed.

F. Homogeneity Test, used to decide whether two 
populations with unknown distributions have the 

same  dis t r ibu tion  as  each other  or  a re 
homogeneous. This test is used to determine 
whether the pretest and posttest data from the 
experimental group and the control group are 
homogeneously dis t r ibuted or  not .  The 
homogeneity test can be done using the Levene 
test. The pairs of hypotheses to be tested are as 
follows; H0, sample groups come from 
populations that have the same or homogeneous 
variance. H1, sample groups come from 
populations that have different variances or are not 
homogeneous. The test criteria used in this Levene 
test are if the Wcount value ≤ 0.05 then the data 
group is said to have an inhomogeneous variance 
(H0 rejected). Conversely, if the Wcount value> 
0.05, the data group is said to have a homogeneous 
variance (H0 is accepted). 

 From the homogeneity test data presented in the 
table above, it is known that the significance value 
based on mean is 0.738 where this data> 0.05 then 
H0 is accepted and H1 is rejected which means that 
the pretest and posttest data from the experimental 
group and control group are homogeneously 
distributed.

G. T-test or independent sample T-test was conducted 
to determine whether there was a significant 
difference between the posttest results of the 
experimental group and the control group. The 
experimental group as a group that uses the 
developed learning media while the control group 
is a group that does not use the chatbot learning 
media. The hypothesis in this test is H0: there is no 
difference in student learning outcomes after using 
chatbot-based learning media in basic electronics 
subjects. H1: There is a difference in student 
learning outcomes after using chatbot-based 
learning media in basic electronics subjects. The 
basis for decision making in the independent t test 
is if the Significance value or Sig. (2-tailed) > 0.05, 
then H0 is accepted and H1 is rejected. If the 
Significance value or Sig. (2-tailed) <0.05, then 
H0 is rejected and H1 is accepted.

Class Kolmogorov-
Smirnova

Shapiro-Wilk 
Statisti
c

df

 

Sig.

 

Statisti
c

 

df

 

Sig.

 
Learnin
g 
Outcom
e

PreTest 
Experime
nt Class

.149 1
8

 

.200
*

 

.956

 

1
8

 

.51
8

 

PostTest 
Experime
nt Class

.196 1
8

 

.065

 

.890

 

1
8

 

.03
9

 

PreTest 
Control
Class

.149 1
8

.200
*

.907 1
8

.07
5

PostTest
Control
Class

.152 1
8

.200
*

.940 1
8

.29
4

*. This is a lower bound of the true significance
a. Lilliefors Significance Correction

Table 3 : Normality test

Table 4 : Homogenity test of variance

Levene 
Statistic

 

df1 df2 Sig. 
Learning 
Outcome

Based on Mean .113

 

1

 

34

 

.738

 
Based on Median .180

 

1

 

34

 

.673

 

Based on Me dian
and with adjusted 
df

.180 1 33.931 .673

Based on trim med 
mean

.104 1 34 .748



 Based on the data from the T test results shown in 
the table above, the sig value is obtained. (2-tailed) of 
0.000 <0.05 then H0 is rejected and H1 is accepted so 
it can be concluded that there is a significant average 
difference in student learning outcomes between the 
experimental group and the control group.

5. Conclusion and Future Research Suggestion

 The chatbot model that has been applied to this 
learning media when tested with the BLEU metric 
gets a result of 0.1117, this shows the chatbot produces 
good answers and provides credible learning 
references, the chatbot responds clearly and without 
many grammatical errors. This research characterizes 
the neural network and provides general information 
about the functioning of the chatbot. The chatbot is 
taught to respond so that it can communicate with the 
user. However, the purpose of this research is not only 
to identify the feedback given by the chatbot, this 
research also implements the chatbot in the LMS and 
tests its feasibility and user acceptance level. There is 
a difference in student learning outcomes after using 
chatbot-based learning media in basic electronics 
subjects, the utilization of chatbot-based learning 
media is able to improve student learning outcomes, 
especially in the student weaknesses section, the 
chatbot can provide detailed explanations and guide 
students in solving linear equation problems.

 There has been little research on psychological 
needs in AI for education [38-40]. This study adds to 
the body of knowledge about AI educational tools and 
provides proof of their viability. The learning settings 
studied in AI research are still predominantly non self-
regulated learning (SRL) [41-44]. We adopt a 

different approach, highlighting how AI technology 
can assist students in becoming more self-sufficient 
learners [45-50]. It is hoped that the results of this 
research can form the basis for the development of 
more effective interactive learning media in the 
future.

 This research is still at the development stage, so 
further research is needed to see the effect of this 
media with AI chatbot by implementing it to the 
learning process directly. Future research should 
include multi-user testing, a larger number of test 
subjects [44], and a test to see the effect of academic 
achievement and student learning motivation when 
using this LMS.
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